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Lecture 9: Hypothesis testing



Outline

• Normal distribution and the central limit theorem
• Testable hypotheses
• A blueprint for the hypothesis testing method
• Testing the fairness of a coin
• P-value and rejection zone
• One side vs two sided hypotheses
• Choosing the correct statistical test
• T-test
• Chi-squared test
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Normal or Gaussian Distribution

• Continuous distribution for real-valued 
random variables of great importance

• Two parameters 𝑋 ∼ 𝑁(𝜇, 𝜎)
– 𝜇 expected value
– 𝜎 standard deviation 
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Normal or Gaussian Distribution

• Used to represent many statistical phenomena
– White noise is normally distributed with mean 0
– A Normal distribution with 𝜇 = 0, 𝜎 = 1 is called standard 

normal distribution

• The pmf of a Normal Distribution is 

𝑓 𝑥 =
1

𝜎 2𝜋
𝑒!

"
#
$!%
&

!

• The cmf quite complex to compute!
– We generally use tables 
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Normal or Gaussian Distribution

• The values less than one standard deviation away from the mean 
account for 68.27% of the set

• Within two standard deviations from the mean account for 95.45%
• Within three standard deviations account for 99.73%.
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Law of large numbers: informal statement

• If we repeat the same experiment a large number of 
times, the average of the outcomes 𝑋! (sample 
average) will converge to the expected value

𝑋! =
1
𝑛
∑𝑋"

𝑋! →!→$ E 𝑋! = 𝐸 𝑋" = 𝜇
• This holds under the assumption that the repetitions 
𝑋" are independent and have the same expected 
value
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Central limit theorem  

The distribution of the sample average 𝑋! of n 
independent and identically distributed samples from a 
distribution with expected value 𝜇 and finite variance 𝜎"
converges to a normal distribution with expected value 𝜇
and variance 𝜎"/𝑛 as 𝑛 → ∞
• More precisely √𝑛( 𝑋! − 𝜇) approximates 𝑁(0, 𝜎")

regardless of the distribution of the samples
• It implies that probabilistic and statistical methods that 

work for normal distributions can be applied also to 
many problems involving other types of distributions.
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Central Limit Theorem
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• Let X be the number of heads obtained when flipping a 
fair coin 12 times.

• This is binomial random variable with expected value 
0.5×12 = 6

• Repeat the experiment a few times
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Central Limit Theorem
• Let X be the number of heads obtained when flipping a 

fair coin 12 times.
• This is binomial random variable with expected value 
0.5×12 = 6

• Repeat the experiment a few times
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Central Limit Theorem
• Let X be the number of heads obtained when flipping a 

fair coin 12 times.
• This is binomial random variable with expected value 
0.5×12 = 6
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Central Limit Theorem
• Let X be the number of heads obtained when flipping a 

fair coin 12 times.
• This is binomial random variable with expected value 
0.5×12 = 6
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Normal distribution and testing

• Testing statistics of interest are often normally 
distributed

• We can apply statistical methods designed for 
normal distributions even when underlying 
distribution is not normal

• We can do so if the statistic converges to the normal 
distribution as 𝑛→∞
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Every year, I compute the mean grade in my class. I never change the material or my 
methods for evaluating. Over the 439 (J) years that I have been teaching this class, 
this has resulted in the below distribution.

Which of these is mostly like the typical distribution on any given year?
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(b) (c) can’t 
say, could 
be either
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Central Limit Theorem: repeated 
measures of a mean will be normally 
distributed. This does not assume the 
population over which you are taking the 
mean to be itself normally distributed
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Null vs. alternative hypothesis

The  FDA or “science” needs to decide on a new theory, 
drug, treatment…
• H0: The null hypothesis - the current theory, drug, treatment, 

is as good or better
• Ha: The alternative hypothesis  - the new theory, drug, 

treatment, should replace the old one

Researchers do not know which hypothesis is true. They 
must make a decision on the basis of evidence presented. 
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What is a (testable) hypothesis?

• A hypothesis is a claim  (assumption) about a 
population parameter:

– population mean

– population proportion

Example:  The mean monthly cell phone bill 
of this city is  μ = $42

Example:  The proportion of adults in this 
city with cell phones is  p = .68
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The null hypothesis, H0

States the assumption (numerical) to be tested

Example: The average number of TV sets in U.S. 
Homes is equal to three  (                     )

Is always about a population parameter, not 
about a sample statistic

3μ:H0 = 3X:H0 =

3μ:H0 =
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The blueprint
• Formulate alternative hypothesis Ha
• Analyze null hypothesis H0
• Set up experiment

– Select an appropriate statistical test and a test statistic
– Come up with a priori theoretical distribution for the test statistic 

• This is is often already  given in the definition of the statistical test and H0

– Select a threshold 0 ≤ 𝛼 ≤ 1 value for “how surprising” (i.e., how unlikely) 
under the current assumption H0  the observed data should be in order to 
decide to reject the null
• 𝛼 will denote the level of confidence of the decision
• If the threshold is used to state the level of confidence which whom we want to 

decide on rejection
• Acquire data
• Compute the likelihood of observing the test statistic under the null 

hypothesis
– p-values!

• Compare the computed value with 𝛼 and decide if it is possible to reject 
the null hypothesis
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Careful with your terminology!

• Just because we reject a null hypothesis it does not 
mean we are proving it not to be correct
– We are merely saying that, given the data, it is unlikely to 

be correct 
– We can fix the level of confidence of this kind of statement

• Rejecting a null does not imply that the alternative is 
“correct”
– Just we cannot exclude it!
– Avoid the terminology “accepting the alternative”
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Example: testing the fairness of a coin
H1: “this coin is biased”

H0: “this coin is fair”
Testing procedure
• We flip the coin 20 times independently and with the same distribution
• We count the number of heads called X

• The “test statistic”
• We compute the probability  𝑝 of observing a result at least as extreme as X 

assuming  the null hypothesis is correct (“under the null hypothesis”) 
• the p-value

• We set a threshold 0 ≤ 𝛼 ≤ 1 such that if the null hypothesis is rejected if 
𝑝 ≤ 𝛼
• The desired confidence level

The testing procedure, including the number of samples, type of statistical 
test and threshold need to be fixed before obtaining the data!!
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Level of significance 𝛼

• How certain do you want to be? 
• Many terminologies: Critical level/control 

level/critical threshold...
• Example: Significance level of 0.05
– 5% of the time we will observe  higher mean by 

chance
– 95% of the time the higher mean will be real

• 𝛼 bounds the likelihood of making wrong 
decisions
– 5% of the time we will reject a correct null by 

chance
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The test

Pr(H)=Pr(T) = 0.5{H, T}
X=5

23

H0: “this coin is fair”

TTHHTTTT
TTTTHTTT
HHTT # of “H”

data
test statistic

model

𝑝 = 0.03876

𝑝 ≤ 𝛼 = 0.05

H0 is rejected
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Probability of a result at 
least as extreme as X

Set confidence level 
at 𝛼=0.05
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The blueprint: example

Pr(H)=Pr(T) = 0.5{H, T}X=5
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H0: “this coin is fair”

TTHHTTTT
TTTTHTTT
HHTT # of “H”

data
test statistic

model

H0 is rejected

We use 𝛼 to determinate 
the rejection region
• All the values whose 

likelihood of being 
observed is < 𝛼

• X is within the 
rejection region

3/2/22 CS1951A - Data Science - Spring'22 - Lorenzo De Stefani 



0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

#pmf Binom(20,0.5)

The blueprint: example

Pr(H)=Pr(T) = 0.5{H, T}
X=6
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H0: “this coin is fair”

HHTTHTH
TTTTTTHT
HTTTT # of “H”

data
test statistic

model

𝑝 = 0.092

𝑝 ≥ 𝛼 = 0.05

we fail to reject H0
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Probability of a result at 
least as extreme as X

Set confidence level 
at 𝛼=0.05



One-tailed tests 
• Based on a unidirectional hypothesis

Two-tailed tests 
• Based on a bidirectional hypothesis

Example:  The average height of an adult in 
2010 is higher than 6 feet

Example: The average height of an adult in 
2010 different from 6 feet

One tailed and two tailed tests
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A slightly different question

H1: “this coin is biased towards tail”
H0: “this coin is not biased towards tail”

Testing procedure
• We flip the coin 20 times independently and uniformly at random
• We count the number of heads called X
• We compute the probability  𝑝 of a result at least as extreme as X under the 

null hypothesis 
• the p-value

• We set a threshold 0 ≤ 𝛼 ≤ 1 such that if the null hypothesis is rejected if 
𝑝 ≤ 𝑎

The testing procedure, including the number of 
samples, typo of statistical test and threshold need 
to be fixed before actually obtaining the data!!
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A slightly different question

Pr(H)=Pr(T) = 0.5
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H0: “this coin is not biased towards tail”

# of “H”

data
test statistic model
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X=6
HHTTHTH
TTTTTTHT
HTTTT

𝑝 = 0.046

𝑝 ≥ 𝛼 = 0.05

we reject H0

Unidirectional 
Probability of a result at 
least as extreme as X 

Set confidence level 
at 𝛼=0.05
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X=6
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𝑋 is in the 
rejection region

we reject H0

Set rejection region 
according to 
unidirectional test

One-tailed test



p-value

• p-value: Probability of obtaining a test 
statistic more extreme ( ≤ or ≥ ) than the 
observed sample value given H0 is true

–Also called observed level of significance

– Function of the data takes values in [0,1]
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Uniform random variable

• A discrete random variable X which takes values in 
{𝑥", 𝑥#, … , 𝑥+} is uniform if

∀𝑥, ∈ 𝑥", 𝑥#, … , 𝑥+ , Pr X = x- =
1

| 𝑥", 𝑥#, … , 𝑥+ |

– E X = ∑"#$
% $%

| $$,$!,…,$% |

• A continuous random variable X in the interval [a,b] , denoted 
as 𝑈 𝑎, 𝑏 , is such that given 𝑐 ∈ [𝑎, 𝑏]

Pr 𝑋 ≤ 𝑐 =
𝑐 − 𝑎
𝑏 − 𝑎

– E X = 2!3
#
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Another view of p-value

• As 𝑛 → ∞, the p-value 𝑝 is a random variable 
whose pmf is uniform in [0,1] if the null-
hypothesis is correct

• Assume we set 𝛼 = 0.05:
– Pr 𝑝 ≤ 0.05 = 0.05!
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One sample vs two samples test

• One sample tests:
– We have observations (samples) from one population, we 

want to compare them with a fixed model or distribution
– E.g., this distribution as mean 𝜇

• Two samples tests:
– We have observations (samples) from two populations
– We want to compare statistical properties of the two 

populations through the observations
– E.g., these two distributions are the same, they have the 

same average, ....
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Select your test

• Testing is a bit like finding the right recipe based on 
these ingredients: 
– Type of hypothesis
– Data type
– Sample size
– Variance known? Variance of several groups equal? 

• Good news: Plenty of tables available, e.g.,
– http://www.ats.ucla.edu/stat/mult_pkg/whatstat/default.

htm (with examples in R, SAS, Stata, SPSS)
– http://sites.stat.psu.edu/~ajw13/stat500_su_res/notes/les

son14/images/summary_table.pdf
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Select your test
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Example of a table of tests

http://sites.stat.psu.edu/~ajw13/stat500_su_res/notes/lesson14/images/summary_table.pdf
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• t-test: difference of means; is the average value of some feature 
different between two populations

– e.g., Are men taller than women? Are blue states more populated 
than red states? Do CS students work harder than other majors?

• chi-squared 𝚾^𝟐-test: difference in frequencies of a categorical 
variable; is the distribution of some feature uniform across groups

– Used to compare distributions of discrete random variables: for 
continuous ones is better to use Kolmogorov-Smirnoff test

– e.g. Do neighborhoods differ in terms of music preferences? Do 
college majors differ in terms of sociodemographic features?

Some tests you are likely to use
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t-test: example on population means

http://www.censusscope.org/us/chart_age.html

Distribution of
ages in the US

Ha= Mean age is not 35
H0 = Mean age is 35
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t-test: example on population means

We assume  data points are 
independent samples with 
(by H0 ) same expectation 
𝜇+ = 35

test statistic

sample average 
expectation 
according to 
the null

# of points variance 

H0 = Mean age is 35
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t-test: example on population means

Distribution of
ages in the US

H0 = Mean age is 35

𝑧 converges to 𝑁(0,1)
as 𝑛 → ∞
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Why can we use a normally-distributed test 
statistic to evaluate mean age of a population?

a) Because ages are normally distributed
b) Because the test statistic is a random 

variable
c) Because of the law of large numbers
d) Because of the central limit theorem
e) The limit does not exist!
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t-test: example on population means

42

• 𝑧 =
!"#$#
$%
&

= 𝑛
!"#$#
%

• the pmf of z is 𝜌 𝑧 = &
'(
𝑒#

'
%)

%

distance from mean in std units
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• 𝑧 is the test statistic not the p-value
• the p-value is the likelihood of observing a phenomenon at least as extreme as 

the one reported by the test statistic assuming null hypothesis is correct
• In the example assuming we have a two-tailed test

• The red shaded area is the p-value
• How do we compute it? We use tables J
• p-value is then compared with threshold 𝛼

• if 𝑝 − 𝑣𝑎𝑙 ≤ 𝛼 reject H0
• otherwise fail to reject H0

t-test: example on population means

observed
test statistic 𝑧

0
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44

p-vauedegrees of 
freedom
𝑛 − 1

3/2/22 CS1951A - Data Science - Spring'22 - Lorenzo De Stefani 



• alternatively given the threshold 𝛼, we can compute the 
boundaries for the rejection zone

• Two tailed test  𝛼 area of the two tails
• 𝜌 3

# computed using the corresponding table 
• We use use 𝜌(𝑎/2) as criterion
• 𝑧 ≥ 𝜌(𝑎/2) reject H0
• otherwise fail to reject

t-test: example on population means

observed
test statistic

45

0
𝛼/2 𝛼/2−𝜌(𝑎/2)
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46

𝛼degrees of 
freedom
𝑛 − 1
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• Ha = “the average age is less than 35  ”
• computation of test statistic does not change

• The change impacts evaluation of the p-value or 
evaluation of 𝜌(𝑎)

t-test – one tailed test

observed
test statistic

47

0
𝛼 𝜌(𝑎)
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48

𝛼degrees of 
freedom
𝑛 − 1
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What looks suspicious?

😟

• Generally we do not know the value 𝜎
• We need to replace it with something that can be 

evaluated from the data
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Using empirical standard deviation 

0

standard normal

students t

• Students’ t distribution converges to the standard 
normal ad 𝑛 increases
• Central limit theorem!

• In general, good convergence for 𝑛 ≥ 30

𝑧 = 𝑛
7𝑋 − 𝜇*
𝑠

𝑠 =
∑+,&- 𝑋+ − 7𝑋 '

𝑛 − 1
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• t-test: difference of means; is the average value of some feature 
different between two populations

– e.g. are men taller than women, are blue states more populated than 
red states, do CS work harder than other majors 

• chi-squared test: difference in frequencies of a categorical variable; is 
the distribution of some feature uniform across groups

– e.g. do neighborhoods differ in terms of music preferences features; 
do college majors differ in terms of sociodemographic features

– Used to compare distributions of discrete random variables: for 
continuous ones is better to use Kolmogorov-Smirnoff test

Some tests you are likely to use
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Are the answers to driving licence test random?

1

4 4
3

0
1
2
3
4
5

a b c d

52

H0= all answers are equally likely

Observed data
𝑛 = 12

I can reframe the question as: is the observed discrete 
distribution the same as one which uniform over the 
same values (i.e., the domain )

3 3 3 3
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3

3.75

a b c d
Expected values assuming
H0 correct for 𝑛 = 12

3/2/22 CS1951A - Data Science - Spring'22 - Lorenzo De Stefani 



The 𝛸' test statistic

53

𝑧 =#
678

9 𝑐6 − 𝐸 𝑐6 :

𝐸[𝑐6]
𝛸# test statistic

values in the domain of 
the distribution

# occurrences of the  i-th
value in the domain

Expected # of 
occurrences of the  
i-th value in the 
domain under H0

Pearson showed that 
z’s distribution 
converges to 𝛸#
distribution as 𝑛 → ∞ pmf 𝛸#

dsitribution
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Chi Squared Test

54

• Compute test statistic 𝑧 = ∑,?"@ A"!B A" !

B[A"]
• We compute the p-value using the cdf of the Chi-squared 

distribution 

• We use tables! 
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Chi Squared Test

Degrees of 
freedom are the 
values that the 
discrete 
distribution being 
observed can 
assume +1
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Chi Squared Test

• Compute test statistic 𝑧 = ∑,?"@ A"!B A" !

B[A"]
• We compute the p-value using the cdf of the Chi-squared 

distribution 

• We use tables!
• For a given significance level 𝛼 we have a corresponding 

rejection region  
• if 𝑧 ≥ 𝜙 𝛼 reject null hypothesis with confidence 𝛼

for 𝛼 = 0.2
threshold 𝜙 𝛼
rejection region to 
the right
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Add this to your calendar
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