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Announcements

o Office hours at http://oh.ds.100.org/
e [hursday 1-5pm (today)
e Friday 10-1 pm (tomorrow)

e \Wednesday 12/17/
e Finalexam 8-11 am

e Edsupport until the morning of the final. Please reach out to us with any questions or concerns!

5
)

e Good luck studying, you got this i



Logistics + Housekeeping

e [heexam prep session will be divided into six 10-15 minute sections:
e 10:10-10:25| Pandas, EDA, Regex, Visualizations, Sampling, Simple Linear Regression,
Constant Model
e 10:25-10:40| OLS, Gradient Descent, Cross-Validation, Regularization, Feature Engineering,
Random Variables, Bias-Variance Tradeoff, Parameter Inference and Bootstrap
e 10:40-10:50 | SQL
e 10:50-11:05 | Logistic Regression
e 171:05-11:15| Clustering
e 171:15-11:30 | PCA

e Thissessionwill focus on topic review for the first half and problem-solving for the last half — we will be doing

ouided walkthroughs of past exams
e Please reserve any face-to-face questions you may have for after the session, so we stay on schedule!



Pandas

Pandas is a commonly used Python library for processing tabular data

e processdataintables
e perform vectorized operations (fast)
e eoxtract useful information, data science!

Importing Pandas: |::I pandas

import pandas as pd



Series and DataFrames

e ASeriesis avector with index and values that can be accessed with s. index and s.values

o ADataFrame is alist of Series stacked together ho

1ZON

e ADataFrameisessentially a table class that has eff
methods

clen

tally
 storing, retrieving, and modifying

e \When we call methods on Series and DataFrames, they stack up from left to right: the output of

the left method is the input to the right methoa

e example:df.sort values(”a’”).head(10) will return first ten rows of the sorted df

DatakFrame

Note: DataFrames can be created from CSV (comma separated values) file, dictionary, JSON file, etc.




S &“

Series operations: selection

apple 2
banana 3
mango 7
We can select values from a Series instance s using: dtype: 1intb64
' - < Tale
e asinglelabel: s[ <astring>] T
e example:
2
s[“apple” ]
e many labels: s[ <alist of strings>]
e example:

si["apple", "banana"].
s[[“apple’”, “banana’, "“orange’]]

e given afilter (boolean) condition: s[ <a boolean list/a E%Eéga inti
boolean Series> ]
e example:
s[s > 5] e

mango 7
dtype: int64



More Series operations

Pandas has many built-in methods to work with Series:

e sOortSeries.sort values(ascending=True)
e replacevalues Series.map({<old value>: <new value>})

Note: Series/

Datakrame, u

DatakFrame operations do not occur in-place! You must re-assign the ou

tpu

nless you explictly set inplace=True as one of the arguments to the

met

t Series/

Nod



DataFrame operations: selection

Many ways to extract data from a DataFrame:
*» .head(), .tai1l()
» |abel-based extraction: . loec[ ]
o |ist
e Slice
e singlevalue
» INnteger-based extraction: .iloc[ ]
o |ist
e Slice
e singlevalue

Note: . iloc[ ] will always look at the underlying DataFrame index, while . loc[ ] will look at the

Mmodified DataFrame



DataFrame df
fruit stock price
0 apple 2 199
Many ways to extract data from a DataFrame: . + oo
anana !
e |abel-based extraction: .1loc¢[ ]
) 2 mango 5 5.99
o |ist
® slice

® singlevalue

df.locllo, 1]]

fruit stock price

0 apple 2 199
1 banana 3 0.99

Returns DatakFrame

®©
Q!



DataFrame

Many ways to extract data from a DataFrame:

e |abel-based extraction: .1loc¢[ ]
o |ist
e slice (inclusive:inclusive)
e singlevalue

Returns DatakFrame

df.loc[0:1]

fruit stock price

0 apple

1 banana

2
3

199
0.99

df

fruit stock price
0 apple 2 199
1 banana 3 0.99
2 mango 5 5.99



DataFrame df
fruit stock price
0 apple 2 199
Many ways to extract data from a DataFrame: . + oo
anana !
e |abel-based extraction: .1loc¢[ ]
. 2 mango 5 5.99
o |ist
e slice

e single value

df.loc|2

fruit mango
stock 9
price 5.99

Name: 2, dtype: object

Returns Series



DataFrame df

fruit stock price

0 apple 2 199
Many ways to extract data from a DatakFrame: T 5 588
e integer-based extraction: .iloc[ ] 2 mango 5 599
o list
® S“Ce df.sort_values('stock', ascending=False).loc|[[0, 1]]
e singlevalue fruit stock price
0 apple 2 199
1 banana 3 0.99
but

df.sort_values('stock', ascending=False).iloc[[0, 1]]

fruit stock price
2 mango 5 5.99
Returns DatakFrame 1 banana 3 0.99



DataFrame "
fruit stock price
Many ways to extract data from a DatakFrame: : bapple z ;zz
e integer-based extraction: .iloc[ ] o :::: 5 5:99

o |ist
e slice (inclusive:exclusive)
e singlevalue

df.iloc[@:1]

fruit stock price

0O apple 2 199

Returns DatakFrame



DataFrame "
fruit stock price
0 apple 2 199
Many ways to extract data from a DatakFrame: _— 5 588
dandna .
e integer-based extraction: .iloc[ ] 2 mango 5 599
o |ist
e slice df.sort_values('stock', ascending=False).loc[2]
e single value .
fruit mango
stock >
price 5.99

Name: 2, dtype: object

but

df.sort_values('stock', ascending=False).iloc|2]

fruit apple
stock 2
price 1.99

Returns Series Name: @, dtype: object



More DataFrame operations

e modify columns
e createnew columns: df[“col name” ] = <series/array>

® [C
® [C

name columns: df = df.rename(columns=9{...})
move columns: df = df.drop(<column name>, axis=1)

e replacevalues:df.replace({ <old>: <new>, ... })
e note:differentfrom Series.map( ); DataFrame.replace() is out of scope in Data 100

e sort:df.sort values(<column/alist of columns>, ascending=True/False)
e join:left df.merge(right df, left on=<column>, right on=<column>,
how='1nner’)

e orou

e DIVOL

D a
ta

nd filter: df.groupby(...).agg(...) vsdf.groupby(...).filter(...)

dle:df .pivot table()

Other methods: . reset index(), .set index(),.fillna(), .isin()



Grouping

df . groupby(<column(s)>)

» .agg(£f):cha

« fisappliedtoeach column,theinputis Seri
» max(), .sum(), .min()
« .size():returnsSeries,includescounto

« .count():returns DataFrame, applies cou

eS

CTOWS W1

‘N Na

nges granularity of the DatakFrame by aggregating

\

Nt to eac

N ColL

« . filter(£):doesnotchange granularity of the DataFrame

e JUStT
e £i52

oplied to whole table, the input is DataFrame

Mn

'ters out groups for which the functions returns False



Pivot table

df .pivot table(values=..., 1ndex=..., columns=..
fill value=None):changes granularity of the DataFrame

. 4

aggfunc="mean',



EDA and four key data properties

1. Structure: quantitative (numerical) and qualitative (categorical: ordinal/nominal) variable types.
2. Granularity: what each row represents in the DataFrame.
3. Temporality: to use the datetime format, need to use . dt accessor.

september_birthdays = pd.Series(|
“"September 1, 2025",
"september 9, 2025",
"'september 10, 2025",
"'september 14, 2025",
"september 15, 2025"])
september_birthdays = pd.to_datetime(september_birthdays, errors="coerce")
display(september_birthdays)
display(september_birthdays.dt.dayofweek)

4. Faithfulness: treating missing data
a. Keep as NaN
b. Drop

c. Impute with mean/median or interpolate

Note: dropping rows can introduce additional bias




Visualizations

In Data 100, we teach two libraries for plotting, matplotlib.pyplot and seaborn

mporting both:
import matplotlib.pyplot as plt
import seaborn as sns

» matplotlib.pyplot methods take in arrays

o |lower level
» seaborn methods take in argument data for pandas DataFrame; only need to specity column

names instead of passing in arrays directly
e higher level, builtontopofmatplotlib.pyplot

Note: conventionally alias as sns and plt




One variable

/ Variable type(s) Best visualization What it shows
Quantitative Histogram Distribution (shape, center, spread, skew)
Quantitative Boxplot Summary statistics (median, IQR, outliers)
Quantitative Density plot (KDE) Smoothed estimate of the distribution
Qualitative Bar chart Counts/frequency of each category
Qualitative Pie chart Proportion of categories




Two variables

/ Variable type(s) Best visualization What it shows
Quant + Quant Scatter plot Relationship (correlation, trends, outliers)
Quant + Quant Hex plot Relationship (correlation, trends, outliers);

reduces overplotting

Quant + Quant Line plot Temporal trends over time
Quant + Qual Boxplot per category Distribution of values per category
Quant + Qual Violin plot per category Shape and distribution of values per category
Qual + Qual Stacked bar chart Part-to-whole within categories




Three and more variables

/

Variable type(s) Best visualization What it shows

All Quant Heatmap e.g. correlation matrix Strength and direction of variable correlations

Mixed Quant + Qual Color or shape in scatter plot Adds third (or more) variables via encoding

-




Kernel Density Estimation

|[dea: approximate true distribution

To calculate KDE curve, we need to:
1. For each data point, assign kernel (error range)

e We assume raw data is noisy, so treat it as a random sample

2. Sum up the kernels across all data points
3. Normalize to have total area 1 below the curve

e the total probability should be 1 after we integrate

n class, we go over a Gaussian kernel centered at data

Note: There are many other kernel types! To name sornr

DO

Int x_1 with fixed bandwidt

. Boxcar (uniform), Epanec

N 1.

Nnikov, Cosine.



05 05

Each kernel has area 1.

04 1 0.4 -

KDE curve

0.3 -

0.2 - 0.2 A
Step-by-step
0.1 - 01 -
T3 b ; : ; ; 10 e
Each line represents a datapoint in the dataset Place a kernel on top of each datapoint.

(e.g., one country’'s HIV rate). This is a rug plot.

05 0.5

04 - 04 -

03 1 03 -

0.2 - 02 -
Sum the five normalized curves together.

0.1 1 0.1 1

00 00
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Each normalized kernel has density . The final KDE curve.



Effect of bandwidth

As we increase bandwidth (=variance), the KDE curve becomes “smoother’
e intuitively, we remove more and more noise

KDE of tips with Gaussian kernel and a = 1
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o 0.02
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String vs Series with strings

Before diving into regex expressions, it's important to clarify how pandas treats strings

String — String

s.lower()
s.split()
len(s)

Python assumes we are working
with one string at a time

Series of strings — Series of strings

Pandas data accessor . str method Is vectorized,
meaning It accesses one string from a row at a time

df[ ‘coll’ _

df[ ‘coll’ _

.str.lower ()
.str.split()

df[ ‘coll’ ].str.lower().str.split()

. St r methods are stackable!



Regex

A regular expression Is a sequence of characters that specifies a search pattern
We use raw strings for regex patterns that follow r ' <pattern>’ format

Order of regex operations (left-to-right): grouping with (), *, concatenation, |



Meaning Pattern Match
Look for consecutive characters r ' AABBAB' ‘AABBAB’ only
| Match one pattern or another r 'AA | BBAB' ‘AA" or “BBAB’ only
* Match zero or more of a pattern r "AB*A' Match: “AA", ‘ABBBBA’
Won't match: “AB’, ‘ABABAB’
() Group operations together and r'A(A|B)AAB’ | ‘AAAAB’,‘ABAAB’

apply one regex op to multiple
characters




Meaning Pattern Match
. Look for any character other than \n r’'.U.U.U."' Match:  CUMULUS'’
(newline) \\Won't match: *Uuu’
+ One or more character r'AB+' ‘AB’, 'ABB’, "ABBB’
{x} Repeat exactly x times r'AB{2}' ‘ABB’ only
{x, y} | Repeatbetweenxandy times, r'AB{0,2}" ‘A’ ‘AB’, ‘ABB’
inclusively
? Exactly zero or one times r'AB?’ ‘A" or 'AB’ only
[] Define an alphabet aka character class. r'[A-Za-z_ all letters
All characters inside are literal r'[a-z0-9_ all lowercase letters & digits:
'2a34b’

r'[aeiou]’

all vowels: ‘aaaaiee’




Note: assume we use re.search(pattern, string)

/

Meaning Pattern Match
[A] Negate a character class aka r'[AA-Z]" any character thatis NOT an uppercase
matches all characters EXCEPT the letter: 1 2z34b"’

following character

\ Read next char literally r'a\+b’ ‘a+b’ only (*+’ isnolonger an
operation)
A Match beginning of a string r‘Arabe’ Match: “abe’ from ‘abc123’

Won't match: “123abc’

$ Match end of aline or awhole r'abcs$'’ Match: “abe’ from ‘123abc’
string Won't match: ‘abec123’




Greediness

Regex is greedy, meaning it looks for the first longest continuous match in a string

String = ‘aaaaabaac’ String = "This 1s an <div>example</div>
of greediness <div>in</div> regular

Pattern = r'a+ba*’ expressions."

Match = ‘aaaaabaa’ Pattern = r’’<div>.*</div>"
Match = “<div>example</div> of greediness
<div>in</div>"

Note: there is no difference between * ' and “’" in Python




Non-greediness with +? and *?

We can remove greediness with adding ? tag to + and * operators

r'’'<div>.*?</div>"

(joint *? operator is applied to .)

"This 1is an </div> of greediness
expressions."

What we are telling regex:
1.
2.
3. Untilthe FIRST instance of ‘< /div>"’

</div> regular



Sampling

e sample: a subset of population
e sampling frame: where we draw sample from

We may use convenience sample (non-random) and probability sample (random).

/ Target Population

.~ Sampling Frame

* Overlap between
the two populations

Sample

. "
......



Sampling errors

/

Error

What it means

How to avoid

Selection bias

Systematically exclude (or favor)
particular groups

Random sampling, increase overlap of sampling
frame and population

Response bias

People do not always respond
truthfully

Ask better questions with neutral and clear
language, ensure anonymity

Non-response bias

.

People do not always respona

Increase response rate

Note: no sampling method prevents response bias!




Common sampling methods

e Uniform random sample with replacement

o uniformrandom sample without replacement is called simple random sample (SRS)

o stratified random sample: sampling frame
choose categories, and we carry SRS on eac
of each strata

Isdivided |

nto non-overlapping strata accorc

N strata, a

o probability sample: any sample that we can find probability of

INg to

ter which we scale it by sampling t

rame size



Modeling pipeline

1. Choose a model

Constant model, SLR model, OLS model, etc.

2. Choose a loss function

L1 loss (MAE), L2 loss (MSE), cross-entropy loss, etc.

3. Fit the model

Use the derivative of the cost function (average loss) to
find a minimum

4. Evaluate the model

RMSE, residual plots




Constant Model

e doesn't depend oninput x
e always outputs the same number




Simple Linear Regression (SLR)

y; = 6y + 01x;

/NN

predicted value parameters iInput/feature

—1.0 %
— L
A . A A ) ~3.0 =
6’0:y—6’1x 91:T—y

O—w —2.5 7

Note: SLR best fit line is unique if there is nonzero variance in the data points, yes!




Fitting the model Example

Define L2 loss function:

Best model = the one that minimizes loss d d 1 — )
(error) ——R(0) = ( Z(yz — yz‘)Q)
d90 d00 n 1
How to minimize: Use constant model for predicted v:
1. find derivative of loss function 3 7 1>
2. find values of theta when derivative is d—OOR(H) = 6, (n Z(yz —60)%)
ZEero i=1
e if the function is convex, the point with Set derivative to O and solve for theta:
derivative=0 is the global minimum .
9 .
0=—- > (i — 6o)
=l

A

0=1Y



OLS (Ordinary Least Squares)

Motivation: Multiple Linear Regression (VWe want to include more than 1 feature!)

(5231, Y ,.Cl?p)
single observation single
(p features) prediction



Measuring Loss with OLS

MSE Metric from SLR, extended to this new matrix model.



Geometric View of OLS

=

Goal:
MInim
of the

This is the
residual vector,

=Y — Y.

ize the Lz norm

residual vector.

.e., ge

DOSSID

R(0) =

Re

' the predictions Y

to be "as close” to our
true y values as

le.




The Normal Equation

What Is the optimal value of the parameter vector to minimize L2 Loss?

= (XTX)"IxTy

XX hasto beinvertible!

Constant Model + i — 0
MSE Y=
Constant Model +
MAE

y="0

Simple Linear R 0,%0
Regression+ MSE ¢ = a + bx

Ordinary Least
Squares "

(Linear Model + Y = X§#

MSE)

e

Yes. Any set of values
has a unique mean.

Yes, if odd.

No, if even. Return average
of middle 2 values.

Yes. Any set of

non-constant* values has a
unique mean, SD, and
correlation coefficient.

Yes, iins full col rank

(all cols lin independent,
# datapts >> # feats)



Gradient Descent

Sometimes, the loss function isn’'t as simple! Gradient descent is a new optimization technique for
more complex loss functions.

BIG IDEA: use an iterative algorithm to numerically compute the minimum of the loss.

Undershooting 6 Overshooting 0 —

3.0 3.0 Q(t‘H) — é(t) —
2.5 - 2.5 - A
2.0 - 2.0 VR
1.5 - 1.5 - N9 vl
§ 10 - é 7 o Batch Gradient Descent Stochastic Gradient Descent
0.5 - 0.5 -
0.0 - 0.0+
~0.5 - Y ~0.5 -
~1.0 : ; . ~1.0




Regularization

e \Why do we need regularization? We start to overfit!
e \We use too many features — model complexity increases
e On the BVT curve, this corresponds to low bias, high variance!

LASSO (L1) Regression: Ridge (L2) Regression:

1 - 1 2 : 2
—[[Y — X6ll;+ X )_I6) ;\\Y—Xeuz@ej
]:

=1 A

e Encourages sparsity (drives some
values of @ to 0)

e No closed-form solution for the
optimal g

e "Robust” — tends to spread theta weights
over many features
e Optimal @ can be found:

0= (XX +nAI) " XTY

4 &



o o &
Cross Validation (k-fold) hpopermms €x A iv ﬁwmm

>
Train - Test Validation = -
Splif Splif
Validate

Generalization

reroization [l .
5-Fola

Cross Validation

Cross validation simulates multiple train test-splits on the fraining dafta.

Important application: Picking hyperparameters like lamdba (regularization)!

CTEE—




Feature Engineering

Definition: a process of transforming raw features into more informative features for use in

modeling

Examples:
e OneHotk
Polynomia

ncoding

Features

Sunday
1 0 0
1 0 0
0 1 0
0 0 1
0 0 0

Y

v

0 + 61(hp) + 6 (hp?)

40 A

MSE: 18.985

100

150
hp

200

J

§ = 6y + 61(hp) + 62 (hp®) + 63 (hp*)

MSE: 18.945

40 -

o + 61(hp) + 65 (hp2) + 03 (hp3) + 64 (hp4)

MSE: 18.876

100

150
hp




Random Variable

Definition: a random variable (RV) represents the outcome of a random experiment

Discrete RV: can take only discrete values
e 3 listable number of possible outcomes and
assoclated probabilities

Expectation: what outcome we expect from RV
Variance: measure of a RV's chance error

X = Yo B(X —2) 5= [ o s

T
var(X) = E[(X — E[X])?] = E[X?] — (E[X])?

Continuous RV: can take only ranges of values.

e an unlistable number of possible outcomes
e probabilities are a continuous function (pdf)

S (K: A
- ORISR A SRR xS0
- Trbenadi() , X- L UET, T halvmcgrons oy

- XA~ S\V\WM“L(V\)QX
odli (0) IeAS ' 0 ab
ex: wwioy oF YRS in 1 Fh@ oF & Q-on (Y'mm ‘ C&;‘;Sg{??(

fare comm: P=ra , 10 Figs, Whats Ye Ymbub‘d&toi sRe B haeds’
- ~5
P(X=5)= (1) (55y° (1- Vo'
- X “(Q\Qad"("i (fl e\'—\

X: o dite

)



Formulas: Expectation, Variance, and Covariance

B[ X] =Z:z:-IP’(X=

cov(X,Y)

var(X) = E[(X — E[X])*] = E[X?] — (E[X])?
ClaX + b =aE[X]+ b

var(aX ‘ = % var(X 77

X +Y] =E[X]|+ E[Y]| linearity of expectation

var(X +Y) = var(X) 4+ var(Y) + 2 cov(X, Y)

when X, Y are independent, cov(X,Y) = 0 and

7[(X -

cov(X, X) = var(X)
cov(X,Y) = cov(Y, X)

S X])(Y -

If X, Y are independent random variables, then

| XY =

e[ X -

i|Y]

Y ])] =

var(X —Y) = var(X) + var(Y) = var(X +Y)

B[ XY] - E




Bias-Variance Tradeoff

Kev idea: as the model complexity increases, model bias decreases and model variance increases

) Chosen complexity level
Observation

, variance
., optimal value . < Underfitting Overfitting =2
.0' ’0 { e d /
., K q) K
‘xn ‘. ' Test - % .
. — o Error, -
s ' ©
— ". ! —
Q — g)
-8 s s (Mo d —
> | Model Varian el Bjag)2 O
-
L N
“ T ) )
Model “complexity Model “complexity”
(e.g., number of features) (e.g., number of features)

e
Bias: how well model architecture is suitable for making predictions Variance: variability of model predictions




Formulas: Bias-Variance Decomposition

Model risk = model bias® + model variance + irreducible error

R

—

A

A

— var(g(X) + € — f(X))

= var(g(X)) + var(e) + var(f(X)) + (E[g(X)] -
= 0% + var(f(X)) + (9(X) — E

g
+(

Model risk is E[(Y — Y)?] (i.e. Mean Squared Error)

Model bias is bias(f(X)) = E[f(X)\— g(X)

—

Model variance is var(f(X)) = E (f(X) - ]E[f(X)])Q

B[g(X) + € — f(X).

3[(Y — V)] = bias(f(X))? + var(f(X)) @

B[(Y — V)2 = var(Y — V) + (E[Y — Y])’

/’&., ;
Fg‘ )
iy



Bootstrapping [Data 8]

|[dea: creating parallel universes

Bootstrapping:

e treat the observed dataset asifitis a population
o repeatedly sample with replacement from the dataset to create many bootstrap samples

e compute parameter on each bootstrap sample
e Use bootstrapped parameter distribution

VWe can use bootstra
e C.g paramete

- could

0 to est]

mate a parameter when we don't know the

ne theta, mean, median, feature coefficient |

harameter’s distribution

N regression, etc.



Parameter Inference

To infer causality, we require randomization.
However, it I1s not always possible. For example, we cannot run an experiment of randomly assigning
college degrees to students and seeing If lifetime earnings in one group Is higher. This Is just unethical

Correlational inference: passive observation

e Are homes with granite countertops worth

more money?

e Do people with college degrees have higher

Ifetime earni
e Are peoplew
cancer?

ng’

No smoke more likely to get

Causational inference: effects of interventions

e How much do granite countertops raise the

value of a house?

Does getting a college degree increase
Ifetime earnings?

Does smoking cause cancer?




SQL syntax

SELECT *

FROM tablel AS a JOIN table2 AS b ON condition
WHERE condition

ORDER BY column DESC

GROUP BY column HAVING condition

LIMIT n:

L]

Defining new column with cases:
CASE WHEN condition THEN value
[ WHEN condition THEN value]
value

=1
-
2
L~

Note: we use single quotes for strings, double quotes and no quotes for table and column names




JOIN

Specify joins between tables as part of the FROM statement

SELECT *

FROM tablel INNER JOIN table2
ON tablel.key = table2.key

There are also cross-joins, which is

every combination of possi

Dle rows.

Also called a cartesian proc

S

UCT.

t

__id | name _ | id | breed |

Apricot
Boots

Cally

B N -t o
(93} L N -l

persian
ragdoll
bengal

persian

Left Rig ht
Table Table
| eft R|g ht
Table Table




SQL Practice




Josh samples information about various rooms in different buildings around Berkeley in prepara- S u 2 5 Fi n al Q1 d M aking Room for pand as

tion for the upcoming semester. He stores the information in a DataFrame called rooms. The

columns of rooms are described below: , . ,
e id: A unique room id from Berkeley’s internal database (type = np.int64).

id: A unique room id from Berkeley’s internal database (type = np.int64). » capacity: The room’s maximum capacity (type = np.int 64).
* sgft: The room’s sfjuare feet (type = np.float).

building: Name of the building the room is in (type = st r).
The first five rows of details are shown below:

number: The room number listed on the door to the room (type = str).
capacity sqft

college: The Berkeley college each building is associated with from the select options of:

, 4 0 100100 102 1504.50
"CoE", "CDSS', "CNR', and "LNS" (type = str).
1 140144 237 2075.25
« renovated: The year the room was last renovated (type = str).
Note: Certain room$ may never have been renovated, in which case renovated will con- £ bete g 4vad
tain a value of Nong. 3 123456 45  500.00
The first five rows of rooms are shown below: 4 12312 4 Saesl
id building number college renovated Help Josh join rooms and details together to create a SQL table detailed_rooms.
1. Josh does not want to drop any rows of rooms in the merge, even if details doesn’t
0 100100 Evans 0060 LNS 2014 contain a match. —
— 2. detailed_rooms should contain a new column called size of the VARCHAR (i.e.,
1 102101 Evans 0010 LNS None string) type. The size of aroom is defined as 'unknown ' if the room has no recorded
capacity, 'small' ifthe capacity islessthan 30, 'medium' if the capacity
2 140144 Soda 320 CDSS 2021 is between 30 and 99 (inclusive), and ' large ' otherwise.
Josh does not want to drop any rows of rooms in the merge, even if details doesn’t contain
3 310523 Gateway 101  CDSS 2025 - maich -
Fill in the blanks below. Assume that duckdb is imported and rooms and details canbe
4 668377 Cory 540AB Cok 2002 queried as SQL tables. Treat the None type in Python as NULL in SQL. Treat DataFrame

names as SQL table names in your query.

SELECT r.id, (ﬂ\«'l‘&y‘;, Vl/;NVv\(TMf/ MM}L{VWWO\M)

(d) [3 Pts] Michael sends Josh a DataFrame called details that contains more detailed in- CASE, | UL TeN cr\pv\k:\‘ho / sqft-
. . . CAp (S WNNOw in
formation about the rooms in rooms. Unfortunately, during the data transfer process, some DV\V,:Z\\: cq},,h:fhf oo THeN syl
rooms were dropped, so details only contains a subset of the rooms in rooms. WACN i Loty <799 THEN L esivm!
) ELSC ([ [apy!
The columns of details are described below: CND As S

FROM rooms AS r
(iii) LEFT JOIN details AS d
ON V. A(iT) A d;



Marshall Mathers™ Data 100 study group is hold- S 21 MT2 Q1
ing a mid-semester social on Memorial Glade, reviewer role shop_name rating price p

and he 1s tasked to get bubble tea (i.e., boba). Kelly staff Boba_Ninja 2 5 Regular Ice' SQLite Sugar

Since it’s a Data 100 event, he surveys the stu-
dents and staff for some information about the = Andrew staff Asha 4.5 5
boba shops they’ve been to in Berkeley, and com-
piles the data into a table named BobaReview.
Each row 1s a person’s review of a boba shop; the Kunal staff One_Plus 4.5 4.5
first few rows are shown to the right.

Parth student Asha 5 5

(a) [2 Pts] Marshall wants to find all the reviews that rated a shop at least 4 (out of a maxi-
mum rating of 5). Help Marshall by writing a one-line SQL query that outputs all rows of
BobaReview where a boba shop was rated at least 4 out of 5.

(b) [4 Pts] Marshall now wants to find the 5 top-rated boba shops in Berkeley. Help Marshall
by completing the below SQL query, which selects the 5 boba shops from BobaReview with
the highest average rating. Your query result should have three columns labeled shop_name,
avg_rating, and avg_price, which are the shop name, average rating, and average price
paid for boba, respectively. Rows should be sorted by the average rating, with the highest
rated boba shop as the first row. The first few rows of the query result are shown below:

shop_name avg_rating avg_price

Asha 475 5.0
One_Plus 4.5 4.5
SELECT (1) FROM BobaReview (1as),

(1) What goes 1n the blank denoted by (i) ?

SELECT

(11) What goes 1n the blank denoted by (ii) ? Use as few/many lines as you need.



Logistic regression

|[dea: predict probabilities for each class, and pick class with highest probability

1 e—mTH
Estimated probability that the Sigmoid function o( )
response is 1, given the features x at the value 2’ 6

Note: logistic regression is a classification model for predicting classes, not a regression model!




Motivation
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Cross-Entropy loss function

n
. i(1 — p.)1—u)
maximize sz' (1 —pi)
P1;P2;---3Pn  i=1

Log Is Increasing;
max/min properties

mn

_ 1
minimize —= Z (y; log(p;) + (1 — y;) log(1 — p;))
P1,P2;...,Pn n i=1

For logistic rquression,
et pi = o(X; 0)

—

n

=i |

mi%ize —% Z (yz log(a (X 0) + (1 — y;) log(1 — U(Xz'Te)))

\

J

ko

Cross-Entropy Lossl!!



Evaluate a logistic regression model

7

We use confusion matrix with FP_EN, TP anc Tﬂand ROC curve

Precision: TP/ (TP + FP) |
Recall: TP/ (TP + FN) fonse - Wrong  pred Uion,

f\
M@m(/f\/\( : WSS&U/ ()

—

ANL = Frear Under Cu e



Regularized logistic regression

mn

1
argmin — > (ilog(o(X]6) + (1 — y;) log(1 — o(X]0))) + A Z h?
=1
Mean Cross Entropy Loss Surface Mean Loss + L2 Regulanzation (A = 0.1)

@)
o

140
. 50
° 120
ii 40 ! % 100
£ 3 infinite E o ﬂth
2 ’ X argmin
& argmin g o J
§ 40
= 10
20

o
o

-30 -20 -10 0 10 20 30 -30 -20 -10 0 10 20 30
(o) :
/s



Logistic Regression
Practice




SP22 MT2 Q3a

Edison Takeover

The DataFrame ed_replies is created for an Ed reply predictor.

The columns of ed_replies are described below:

ed_id: The Ed reply’s unique id (type = np.int 64).

length: The number of characters in the reply (type = np.int 64).

1likes: The number of likes the reply received (type = np.int 64).

(a) [2 Pts] Justin wants to fit a logistic regression model to predict whether a particular Ed reply
is from a bot or a real person. Select all statements below that are true.

[] Let X be the design matrix. The quantity X' X must be invertible in order to com-
pute the optimal parameter vector.

[J It is possible for the sigmoid function ¢ to output exactly P(y; = 1|z;) =_1 for
some data point x; with real-valued features.

@ The model predictions on the probability scale are a nonlinear function of inputted
features. o

% 1f the training dataset 1s linearly separable, it is impossible for gradient descent to

converge on a unique optimal 6.

_ e
response_time: The number of minutes between the time of the reply and the time of P
its original post (type = np.int 64).
bot: Indicates if the reply was made by an Ed bot. 0 for a human and 1 for an Ed bot (type e ) ol
=np.int64). S(/EEVTO\ 4

0pWWwwnl Lusg ¢ 0

The five rows of ed_replies are shown below:

ed id
0 0
1 T
2 2
3 3

length
150
467

23

145

256

likes

0

response_time

65

123

21

bot

0

W
Cav ' © nchieve  wilhiowr ) as W9



SP22 MT2 Q3b

Edison Takeover

(b) [1.5 Pts] Justin fits the following logistic regression model to predict the probability that a
reply was made by an Ed bot:

Ply =

5

2,4

L|E) = (7(91 x likes + By X response_time); 9 =1, B5="2

Based on the fitted model above, what are the estimated(oddsthat a reply with 1ikes = 3

and response_time

= 34 was made by a human? If preferred, feel free to use o in your

solution. You do not need to simplify algebra.

v

25 (1))

=0 ) nhuaman ) —~ .
, P( N J»P( vvw\‘ __ / é(— ) ) S0
o> A ) F(\IC‘> F(Vod) O(2) 2
AAVVICH — ASC7)
f 0
| - ?fe’?f) 0&/{2 E‘ﬁXV\AO\(/t

(2)(4)
=~ 7|

V%
Z= 7




SP22 MT2 Q3c

Edison Takeover

(c) [3.5 Pts] Justin fits a different classification model on the training data. He applies this model
to a test set and gets the following results.

True Label 1 Ly / /i\ 0 /0

Prediction | 07| 13 0 [[[0

Outputted probability (y =1) | 0.88 | 0.4 [\0.75/] 0.3 |(0.54 |
— N N—

(1) [1 Pts] Given the values in the table above, what are the minimum and maximum pos-
sible values of Justin’s chosen threshold? For full credit, your answer does not need to
address whether the bounds are inclusive or exclusive.

u /\\/ Mm X
(11) [1 Pts] Calculate the recall of the model on the test set. You do not need to simplify
algebra.
TE4EIN 2 %\ 3

(111) [1.5 Pts] Select all statements below that are true.

@ True () False After reducing the classification threshold from 0.9 to 0.1, 1t 1S pOs-
sible for the true posmve rate to 1ncrease.
Out- O True (O False It\s possible fo
—((ope

thethreshold.
() True @ False Itis possible for AUC-ROC to change after changing the threshold.




Motivation

(m))

et ey, | iz )

L

agvession dessiReation M ining

o k- NS f\h.l\f\"‘“’g o /\ ‘.z P

W (wavchi (0\\ tqvk howal
- a;;\mwak‘/b "kMeans

L s5ingle link
E: Av9 link

Wr\ckf link

Lada o‘u‘»‘j‘W (5 O\ ‘\'Vw



Clustering




K-Means algorithm

1. Pick K random
2. Repeat until co

e pick unassigned point, assign to the cluster with the closest center

noints as centers of different clusters

nvergence:

e move center for that color to center of points with that color

2.5+

2:0:=

| o

10

U=

0.0 -

% cl
P €2

e data

1

2



Evaluate a clustering model

Two common loss functions:

e |nertia: sum of squared distance from each data point to its center
e Distortion: weighed sum of squared distance from each data point to its center, where each point
s Inversely weighed by total # of points in cluster

221 % c1
21 L% < - Inertia: 0.474+ 0.19%+ 0.34% + 0.25% + 0.58% +
- 025 /0.44 0.362 + 0.442
§ 1.8 1 058~ O30 o
g, Distortion: (0.474+ 0.192+0.34%) / 3 +
L6 1 (0.25*+0.58°+0.36*+ 0.44%) / 4
151 047 4
1.4 0.34 =

Note: if we have K = n data points, we overfit and our inertia is O; K is a hyperparameter

4.0

4.5

5.0

5.5

petal length

6.0



Silhouette score

S=(B-A)/max(A, B) [where Ais average distance to points in SAME cluste
e High score: Close to points in its own cluster. Far from points in other clusters.

e Low score: Far from points in its own cluster. Close to points in ot
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2.04

petal width
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Cons: K-Means is sensitive to outliers

Theinertiaon theright is lower; however, clusters on the left make more intuitive sense

Note:

2.5 * c1
: c2
2.0 1
ol
B 1.5
2
3
$1.0-
D
i ® o.: ®
o o (A)
.y:... D
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Inertia: 94.41

petal width

2.0

i
o
]

e
w
1

23
o
]

O
wn

=
o

K-Means is best when clusters are spherical shapead
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Hierarchical agglomerative clustering algorithm

1. Initialize each point as its own cluster
2. Repeat until convergence:

e merge the most similar clusters according to linkage criteria, until we have just one giant

cluster

Linkage criteria:

e Single linkage: min distance between two points in differen

 clusters "bumpy” shaped clusters

e Average linkage: average of all pairwise distance between ¢
complete linkage

usters average between single and

e Complete linkage: spherically shaped, compact, well separated clusters
e fOr every pair of clusters, compute max distance between any two points

e merge the cluster pair with the smallest max distance

Note: we go bottom-up, agglomerating clusters on the go!




Cons: hierarchical agglomerative clustering is also
sensitive to outliers

Hierarchical Clustering Progression (lteration 8)

. . ‘a7 02
Line Distances /
2.0 , 7
Distance: 1.17 /
Distance: 1.20 '

1.5 ¢0
F o= . 20
e Distance: 1.80 6
O 6 0
=10
(O
el
Q
0.

0.5 ol

el
ol
ol
0.0
2 3 4 5 6 7

Petal Length

Note: can see hierarchy in relationships!




Clustering Practice



You are given the following eight (x, y) pairs to perform a clustering task:

{(2,1),(2.5,1.5), (2.5,2), (1,2), (5,3), (4.5,4.5), (2, 3.5), (5,3.5)}

5
@ Original data

(a) [4 Pts] Suppose you ran the K-Means algorithm to

o [] cCenterl »
SP23 Final Q11 identify TWO clusters in the data, with the initial ~ +{ 2 &= K
. assignment of cluster centers as Center 1: (5, 1) and 3- g o
Cluster it Ali Center 2: (4,4). >
2 % [}

In other words, you have the starting state to the
right, where Center 1 and Center 2 are the outlined

square and triangle markers, respectively. 0 : : . |

What is the result of K-Means after ONE iteration? All figures use the legend in Choice A,
which lists the markers for the two clusters and two centers.

@ A. OB.
5 5
A
4 - 4
" 8,
3= 3 %
> >
2~ 2 - | 0 m
Cluster 1 - [l Cluster1
1 - Cluster 2 1 - [ ] A Cluster2
Center 1 [] Centerl
Center 2 [\ Center2
0 T T ] 0 T T T T
0 2 5 6 0 1 2 5 6
OC OD
5 5
A
4 - 4 -
A & B &
3 - A - A
> >
2 2= = ]
U m
[l Cluster 1 [ Ciuster1l
1 - B O A Cluster 2 1 - i) A Cluster 2
[(] Center1l [[] Centerl
/\ Center2 [\ Center2
0 T T T 0 T T T T
0 2 5 6 0 1 2 5 6




o Joining James’ adventure in the Safari Zone, Willy wants to use clustering methods to see

S u 24 F I nal Q 2 whether he can group individual Pokémon together. After collecting more data points, he logs
. . two features: a Pokémon’s resistance against water and fire, measured on a continuous scale
PlkaChu' Charlzard' and Arceus from 1 to 10. The dataframe and a scatter plot have been added for your convenience. For the

following questions, assume that distances are calculated using Euclidean distance.
10

Fire Resistance Water Resistance

O

oA
1

.C .E

Water Resistance

T m O O W >
© 0O N W w

g A W A2 9N @©
et ol B ol B

0 1 2 3 4 5 6 7 8 9 10
Fire Resistance

(e) [1 Pt] Willy decides to perform hierarchical agglomerative clustering using complete linkage.

(1) Which two points are the first to merge into a new cluster? Write your answer using
the provided labels.

(11) Willy merges two clusters again. Which points are included in this most recent merged
cluster? Write your answer using the provided labels.




(f) [2 Pts] Willy decides to start over using K-Means clustering to separate data into two clusters,

o with the left cluster being centered at (1,4) and the right cluster being centered at (6, 7).
Su24 Final Q2 ;

(1) What points are the left clusters com- (ii) What is the new centroid of the left

Pikachu, Charizard, and Arceus posed of? Write your answer using Ao
the provided labels. -

(111) Calculate the inertia of the left cluster, using the centroid from (11).

Fire Resistance Water Resistance

" m O O o >
W
J RN




Principal Component Analysis

Big idea: reduce the dimensionality of our data
while staying true to it (capturing max amount

of variation).

e [he data on the right approximately lives on
a line even though it is two dimensional
e \We want to find a change of basis of our

variables so t

represented

EFach principal co
max variance of t

nat each feature we use

maximizes the amount of iInformation being

mponent (PC) tries to capture
ne data towards one direction.




Principal Component Analysis

Task: find the directions in our data that capture the most variance in our data.

1.5 -

1.0 -

0.5 A

7 0.0 A
-0.5 A

=k




Principal Component Analysis

We can keep the top k directions that capture the most variance. These represent projections of
our data onto the most variance-capturing directions in our data.

2. Keep the two attributes with highest variance.

X

Q| =t | O] O

0
O
O
i

L ow-D Total Variance: f
389.52. Can we do better? /i\




Principal Component Analysis

After inding the directions of maximum variance, we change the basis of our coordinate system to
these directions.




Principal Component Analysis

Once we obtain our principle component matrix, we can use this as as change of coordinate
transtormation.

a = G K
C The i-th row of V indicates how much
* d Vv — feature i contributes to each PC. Cols
N X N Z of V are the PCs ("recipes").

"First row of V = [0.9,-0.44] — PC1 linear combo is 0.9
parts feature 1, and PC2 has -0.44 parts feature 1.

The principal component matrix can be right multiplied to your feature matrix to obtain a
matrix of latent features, called Z.

Note: you do not need to know how to compute this matrix in Fall 2025




PCA Practice




Fa23 Final Q9

PieCe-A cake

(d) [2 Pts] Milad makes the following plots:

A.

040 040
0.35 0.35
030 030

Q Q

B 025 w 025
(=4 <

LT u .

g 020 g 020
9 g

. | o

S 015 8 015
010 1 010
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T | ' I 1 000
] p) 4 5 6 7 8
Principai Component !
A
06 040
05 035
o 041 < 030
& & 025
¥ 03 §
§ TE O}G
S 024 S
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0.1 1 010
00 1 0.05 1
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Principal Component |

4 5
Principal Component )

1
b

Vi ors e [o

4

4 ?Cs

Principal Component |

Which of the above plots are NOT valid scree plots? Select all that apply.

g A
% B
% C
[ D
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Fa23 Final Q9

PieCe-A cake

(b) [2 Pts] Use the options below to fill in the blanks and complete the following statement:

Milad trains an OLS model. As he increases the number of principal components used,

the training loss will (1) at first, then (11) later. The test loss will
(111) at first, then (1v) later.

(i) Fill in the Blank:
() A. Increase

(O B. Mostly stays the same
@ C. Decrease

(11) Fill in the Blank:
() A. Greatly increase
(O B. Very slightly increase
@ C. Very slightly decrease
(O D. Greatly decrease
(111) Fill in the Blank:
() A. Increase
() B. Stay the same
@ C. Decrease

(iv) Fill in the Blank:
@ A.Increase
(O B. Decrease
() C. Oscillate between increasing and decreasing
(O D. Stay constant



Fa24 Final Q7

PCA in Cooking

(a) [1.5 Pts] Evaluate the statements below based on the following scree plot that Minoli obtained
from applying PCA on cooks:

0.8 Scree Plot

Explained Variance Ratio
-
N

Principal Components

() True () False We should use 2 principal components for PCA on this dataset.
() True () False The rank of this dataset is at least 4.

() True () False There can be 5 principal components for cooks.



Sardaana Eginova, Sarika Pasumarthy, Kelly Hu, Collin Duong

Thank you for coming!



